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Diagrammatic Monte Carlo

• Diagrammatic Monte Carlo is a stochastic method that samples the connected diagrams of a perturbation 
expansion

• Concrete example: Hubbard model on infinite lattice (thermodynamic limit) and at equilibrium

• Start from  and construct perturbation series in  for an observable :

• It is similar to the CT-INT but note that we have not written  as a fraction

• First goal: compute the series coefficients 

• Second goal: resum the series

U = 0 U 𝖠
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• The CT-INT algorithm is computing physical properties from the ratio 

• Both the numerator and the denominator are written as a series in 

• For the partition function we have  
 
 

• We write the action of the system as  where  
 
 
 
 
 
and the Fourier transform of  is the non-interacting propagator

𝖠 =
Tre−βH𝖠̂

Z
U

S = S0 + SU

[G0]ij(τ − τ′￼)

Reminder about CT-INT (also called DDMC)
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• Expanding the exponential we find  
 
 
 
 
 
 
 
 
 
 

• We have used Wick’s theorem in the last line and  is an  matrix

• One can find a similar expression for the numerator and eventually obtain

Dσ
n = {[G0]ij(τi − τj)} n × n

Reminder about CT-INT (also called DDMC)
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• In CT-INT, the numerator and denominator are both sampled and the ratio is taken in the end

• The average perturbation order , where  is the number of sites

• This makes it very difficult to address large systems (increasing perturbation order  worse sign)

• Why is the perturbation order  ?

• From a Feynman diagrammatic point of view (taking the example  the Green function):

• The observable is a ratio of two sums involving all Feynman diagrams connecting the interaction vertices

∼ βUN N

→

∼ βUN

𝖠 = G

Diagrammatic interpretation of CT-INT

𝖠 =
+ . . .
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• The Monte Carlo weight of a configuration with  vertices is given by its contributions to the partition function

• It corresponds to the sum of all connected + disconnected diagrams living on the  vertices

• Let us take two examples at order 6

• These two diagrams have the same weight

• This means that the disconnected pieces 
will be integrated over the entire  
lattice

• At order k, the dominant contribution will  
be the diagram with k pieces:

• Therefore the largest weight  which is consistent with a maximum at 

n

n

≃
(U N β)k

k!
k ≃ βUN

Disconnected diagrams and perturbation order
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• It seems clear that there is redundant information with disconnected diagrams

• From the linked cluster theorem we know that the fraction  
 
 
 
 
 
 
 
 
eliminates the disconnected diagrams so that we can rewrite  as a sum of connected diagrams only

• Instead of sampling both terms of a fraction, we can also sample the series of connected diagrams

• This is the essence of the diagrammatic Monte Carlo methods

𝖠

Linked cluster theorem and diagrammatic Monte Carlo

𝖠 = + + + . . .
<latexit sha1_base64="HDB8VCJyNijjqiP0e/mt79mS0AQ=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSRV0GPRi8cK9gPaUDabTbt2sxt2J0Ip/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZemApu0PO+ncLa+sbmVnG7tLO7t39QPjxqGZVpyppUCaU7ITFMcMmayFGwTqoZSULB2uHodua3n5g2XMkHHKcsSMhA8phTglZq9YaRQtMvV7yqN4e7SvycVCBHo1/+6kWKZgmTSAUxput7KQYTopFTwaalXmZYSuiIDFjXUkkSZoLJ/Nqpe2aVyI2VtiXRnau/JyYkMWachLYzITg0y95M/M/rZhhfBxMu0wyZpItFcSZcVO7sdTfimlEUY0sI1dze6tIh0YSiDahkQ/CXX14lrVrVv6jW7i8r9Zs8jiKcwCmcgw9XUIc7aEATKDzCM7zCm6OcF+fd+Vi0Fpx85hj+wPn8AbdNjzg=</latexit>+

𝖠 =
+ + . . .

<latexit sha1_base64="HDB8VCJyNijjqiP0e/mt79mS0AQ=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSRV0GPRi8cK9gPaUDabTbt2sxt2J0Ip/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZemApu0PO+ncLa+sbmVnG7tLO7t39QPjxqGZVpyppUCaU7ITFMcMmayFGwTqoZSULB2uHodua3n5g2XMkHHKcsSMhA8phTglZq9YaRQtMvV7yqN4e7SvycVCBHo1/+6kWKZgmTSAUxput7KQYTopFTwaalXmZYSuiIDFjXUkkSZoLJ/Nqpe2aVyI2VtiXRnau/JyYkMWachLYzITg0y95M/M/rZhhfBxMu0wyZpItFcSZcVO7sdTfimlEUY0sI1dze6tIh0YSiDahkQ/CXX14lrVrVv6jW7i8r9Zs8jiKcwCmcgw9XUIc7aEATKDzCM7zCm6OcF+fd+Vi0Fpx85hj+wPn8AbdNjzg=</latexit>

+ +1 + 

+ + + + + + . . .
<latexit sha1_base64="HDB8VCJyNijjqiP0e/mt79mS0AQ=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSRV0GPRi8cK9gPaUDabTbt2sxt2J0Ip/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZemApu0PO+ncLa+sbmVnG7tLO7t39QPjxqGZVpyppUCaU7ITFMcMmayFGwTqoZSULB2uHodua3n5g2XMkHHKcsSMhA8phTglZq9YaRQtMvV7yqN4e7SvycVCBHo1/+6kWKZgmTSAUxput7KQYTopFTwaalXmZYSuiIDFjXUkkSZoLJ/Nqpe2aVyI2VtiXRnau/JyYkMWachLYzITg0y95M/M/rZhhfBxMu0wyZpItFcSZcVO7sdTfimlEUY0sI1dze6tIh0YSiDahkQ/CXX14lrVrVv6jW7i8r9Zs8jiKcwCmcgw9XUIc7aEATKDzCM7zCm6OcF+fd+Vi0Fpx85hj+wPn8AbdNjzg=</latexit>+. . .

<latexit sha1_base64="HDB8VCJyNijjqiP0e/mt79mS0AQ=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSRV0GPRi8cK9gPaUDabTbt2sxt2J0Ip/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZemApu0PO+ncLa+sbmVnG7tLO7t39QPjxqGZVpyppUCaU7ITFMcMmayFGwTqoZSULB2uHodua3n5g2XMkHHKcsSMhA8phTglZq9YaRQtMvV7yqN4e7SvycVCBHo1/+6kWKZgmTSAUxput7KQYTopFTwaalXmZYSuiIDFjXUkkSZoLJ/Nqpe2aVyI2VtiXRnau/JyYkMWachLYzITg0y95M/M/rZhhfBxMu0wyZpItFcSZcVO7sdTfimlEUY0sI1dze6tIh0YSiDahkQ/CXX14lrVrVv6jW7i8r9Zs8jiKcwCmcgw9XUIc7aEATKDzCM7zCm6OcF+fd+Vi0Fpx85hj+wPn8AbdNjzg=</latexit>

x

<latexit sha1_base64="oR/LZaHemvpT74rRP2GYg0qLU18=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0WPBiydpwX5AG8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2Mb2d++wmV5rF8MJME/YgOJQ85o8ZKjW6/XHGr7hxklXg5qUCOer/81RvELI1QGiao1l3PTYyfUWU4Ezgt9VKNCWVjOsSupZJGqP1sfuiUnFllQMJY2ZKGzNXfExmNtJ5Ege2MqBnpZW8m/ud1UxPe+BmXSWpQssWiMBXExGT2NRlwhcyIiSWUKW5vJWxEFWXGZlOyIXjLL6+S1kXVu6q6jctK7T6PowgncArn4ME11OAO6tAEBgjP8ApvzqPz4rw7H4vWgpPPHMMfOJ8/vzOM7w==</latexit>

[
<latexit sha1_base64="oR/LZaHemvpT74rRP2GYg0qLU18=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0WPBiydpwX5AG8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2Mb2d++wmV5rF8MJME/YgOJQ85o8ZKjW6/XHGr7hxklXg5qUCOer/81RvELI1QGiao1l3PTYyfUWU4Ezgt9VKNCWVjOsSupZJGqP1sfuiUnFllQMJY2ZKGzNXfExmNtJ5Ege2MqBnpZW8m/ud1UxPe+BmXSWpQssWiMBXExGT2NRlwhcyIiSWUKW5vJWxEFWXGZlOyIXjLL6+S1kXVu6q6jctK7T6PowgncArn4ME11OAO6tAEBgjP8ApvzqPz4rw7H4vWgpPPHMMfOJ8/vzOM7w==</latexit>

[
<latexit sha1_base64="186fSXNBGkY6CJWYa77bwAXgxWk=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0WPBiydpwX5AG8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2Mb2d++wmV5rF8MJME/YgOJQ85o8ZKDb9frrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQlv/IzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LqXVXdxmWldp/HUYQTOIVz8OAaanAHdWgCA4RneIU359F5cd6dj0VrwclnjuEPnM8fwjuM8Q==</latexit>

]
<latexit sha1_base64="186fSXNBGkY6CJWYa77bwAXgxWk=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0WPBiydpwX5AG8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2Mb2d++wmV5rF8MJME/YgOJQ85o8ZKDb9frrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQlv/IzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LqXVXdxmWldp/HUYQTOIVz8OAaanAHdWgCA4RneIU359F5cd6dj0VrwclnjuEPnM8fwjuM8Q==</latexit>

]1 + +



• Sampling only connected diagrams can have several advantages:

• Less redundancy, only the “physical” diagrams are sampled

• The weight of a connected diagram depends on its extent

• Therefore the diagrams that contribute have vertices that remain  
close to each other

• This allows to treat infinite lattices directly (thermodynamic limit)

• But there is no free lunch:

• In CT-INT, the sum of a factorial number of diagrams is computed with a single determinant

• Can something like this be done for connected diagrams? Yes, but exponential cost

• In CT-INT, the numerator and denominator are both entire functions of . The corresponding series 
therefore have infinite convergence radius

• What about the series of the ratio? They have finite convergence radius in general

U

Pros and cons of diagrammatic Monte Carlo

in
1 2

ou

34
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• How do we sample only connected diagrams?

• A possibility is to do create a Markov chain of individual topologies

• This is the original DiagMC approach

• Drawback: two diagrams on the same vertices may have different signs

• This leads to a sign problem and only about 6-7 orders can be computed

• We can explicitly sum all connected diagrams for a given set of vertices

• Drawback: this comes with a huge computational cost as it requires a factorial number of operations

• It would be nice to use determinants as in the CT-INT

• This is the idea of the CDet algorithm: it computes the sum 
of all connected diagrams with an exponential effort

Sampling connected diagrams

(x1, ·1) (x2, ·2) (1)

(x1, ·1)

(x2, ·2)
(2)

1

(x1, ·1) (x2, ·2) (1)

(x1, ·1)

(x2, ·2)
(2)

1

N.V. Prokofiev and B.V. 
Svistunov, PRL (2007)

Other approaches:
R. Profumo et al, PRB (2015)
K. Chen and K. Haule, Nat. Comm. (2019)
A. Taheridehkordi et al., PRB (2019, 2020)
J. Vucicevic et al., PRB (2020), PRR (2021)
M. Maček et al., PRL (2020)

R. Rossi, PRL (2017)
A. Moutenet et al., PRB (2018); Šimkovic and Kozik, PRB (2019)



• Let us consider a set  with  interaction vertices

• We want to compute the sum  of all connected diagrams living  
on these vertices

• We start from the product of determinants 

• The elements of  are Green functions connecting the vertices in 

• The product of the determinants yields the sum of all connected and disconnected 
diagrams living on . We will denote it as .

• We now need to remove the disconnected diagrams

V = {(x1, τ1), …, (xn, τn)} n

C(V)

det D↑
n det D↓

n

Dσ
n V

V D(V)

Connected determinant algorithm (CDet)

D(V) = det D↑
n det D↓

n =

Sum of all diagrams, including  
disconnected

V

Sum of all connected  
diagrams

V

C(V) =



• The trick is to note that any disconnected diagram is composed of:

• A connected part involving some subset 

• Another part with connected and/or disconnected diagrams involving the remaining 

• To generate all disconnected diagrams, it is enough to consider all subsets  and take the product of

• The sum  of all connected diagrams living on the vertices in 

• The sum  of all connected and disconnected diagrams living on the vertices in 

S ⊊ V

V∖S

S ⊊ V

C(S) S

D(V∖S) V∖S

Connected determinant algorithm (CDet)

Some connected  
or disconnected diagram

Connected diagram
V∖S

S



• We eventually obtain the formula  
 
 

• One starts by computing  for all subsets . This can be done in  operations.

• Then the recursion is computed and all  are obtained. This is done in  operations.

• Similar formulas allow one to filter out self-energy diagrams

D(S) S 𝒪(2n)

C(S) 𝒪(3n)

Connected determinant algorithm (CDet)

∑
S⊊V

Sum of all connected  
diagrams

V

Sum of all diagrams, including  
disconnected

V

Sum of all diagrams, 
including disconnected

Sum of all connected  
diagram

V∖S

S
= −

C(V) = D(V) − ∑
S⊊V

D(V∖S) C(S)
R. Rossi, PRL (2016)

A. Moutenet et al., PRB (2018); Šimkovic and Kozik, PRB (2019)



• The Monte Carlo algorithm samples the coefficients  of the series for  
 
 
 
 
where  contains all the sets of  vertices

• The sampling is implemented with a Metropolis-Hastings algorithm

• The weight of a configuration  of vertices is 

• New configurations are proposed and then accepted or rejected as usual

• The coefficient  are estimated from the average sign

• Unlike most quantum Monte Carlo algorithms, a single step is quite expensive

• We do not have a ratio  we need to normalize the Markov chain. This is typically achieved by also 
sampling another quantity (like ) they we know analytically.

• There are different variants, e.g. some allow one to compute all ’s in the same run

an 𝖠

Ωn n

V |C(V) |

an

→
a0

an

CDet Monte Carlo

𝖠 = ∑
n

anUn → an = ∑
V∈Ωn

C(V) = ∑
V∈Ωn

|C(V) |sign(C(V)) ≃ ∑
V∈Markov

sign(C(V))

F. Šimkovic, R. Rossi, arXiv (2021)
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• We have a way to compute the coefficients. In practice, one can compute  10-13 coefficients

• Typical example for Hubbard model with 

∼

U = 4t t′￼ = 0.3 μ = 0 T = 0.5

Resummation of the series

1 2 3 4 5 6 7
Pert. Order K

−0.7

−0.6

−0.5

−0.4

−0.3

−0.2
Im

Σ
[K

,i
ω
n
]

DCA-64

U=4.0, t′=0.3,µ=0, no-shift , diagMC, T=0.5, Anti-node

n = 0
n = 1
n = 3

perturbation order k

ImΣ(iω0)

ImΣ(iω1)

ImΣ(iω3)

Partial sum of the antinodal  self-energy(π,0)

k

∑
n=0

anUn



• The partial series do not always nicely converge!

• Unlike CT-INT, the function  may have poles in the  
complex-  plane

• One needs to be able to evaluate the function beyond its 
radius of convergence

• How does one resum the series?

• Option 1: Conformal maps, Padé approximants, integral  
approximants, …

• Option 2: Generate new series with the freedom to choose  
the starting point of the series expansion

𝖠(U)
U

Resummation of the series

ReU
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in the Hubbard atom

How to 
evaluate the 
series here?

Convergence 
radius

Poles

+

G0 =
1

iωn + μ − ϵk
→ G̃0 =

1
iωn + μ − ϵk−α



• Conformal maps: new series is obtained from a change of variable

Example: standard resummation tools

∑
n

an (U(ω)n) = ∑
n

bnωn U(ω) =
Aω

(1 − ω)(1 + ω)



• Optimize series convergence with modified bare propagator

• The series must be changed to compensate for the  shift. This turns out to be easy.α

Freedom in the starting point of the perturbation series

G0 =
1

iωn + μ − ϵk
→ G̃0 =

1
iωn + μ − ϵk−α

 
Hubbard atom

ImΣ(iω0)



• For the previous example on the Hubbard model

• A good choice for  helps a lot. Often mean-field is a good starting point

• There are many other choices that have been explored

α

Freedom in the starting point of the perturbation series

Profumo et al., PRB (2015)
W.Wu et al., PRB (2017)
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Introduction to diagrammatic Monte Carlo

• Overview of diagrammatic Monte Carlo
The idea of diagrammatic Monte Carlo, differences with respect to CT-INT / DDMC

• The connected determinant algorithm (CDet)
How to efficiently compute the sum of all connected diagrams describing an observable

• Resummation of the series
Resummation techniques and freedom to choose the starting point of the perturbation expansion 

• An illustration of CDet
Self-energies and pseudogap in the doped Hubbard model 



Pseudogap physics in the doped Hubbard model

slope of the self-energy at low  
imaginary frequencies
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T = 0.2, U = 4, n = 0.977



Pseudogap region, weak and strong coupling

pseudogap hole-like FS

electron-like FS
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study of the evolution to higher couplings). As the system is
cooled down from high temperature, we observe several
regimes with qualitatively different physical properties (a
quantitative criterion for the onset of these scales will be
given at the end of the section).
At high temperature, thermal fluctuations prevent the

formation of long-lived quasiparticles: This regime can be
thought of as an “incoherent soup” of fermions above their
degeneracy temperature and is depicted as the red shaded
area ① in Fig. 2. Cooling the system progressively extin-
guishes these thermal fluctuations, leading to increased
coherence in the single-particle spectrum and the appearance
of long-lived quasiparticles. Here and below, we use the term
“quasiparticle” in a general and somewhat loose sense of a
dispersing single-particle excitation with a “long enough”
lifetime. For the specific model at hand, because of perfect
nesting, thequasiparticles donot obeyLandau’s Fermi-liquid
theory, however: This case is discussed in more detail in
Sec. VII C 3. At the node, this quasiparticle coherence scale
TN
QP corresponds to the temperature at which the thermal de

Broglie wavelength v!F=ðπTÞ along the nodal direction
becomes larger than the lattice spacing, with v!F being the
effective Fermi velocity renormalized by interactions. The
metallic regime is depicted as region ③ (light blue) in Fig. 2.
The crossover scale associated with the passage from

region ① to region ③ is not the same all along the Fermi
surface, however. Because of the van Hove singularity
stemming from the antinodal points of the Fermi surface
such as ðπ; 0Þ (see Sec. I C), the coherence temperature TN

QP
at the nodal point kN ¼ ðπ=2; π=2Þ is higher than the
coherence temperature at the antinodal point TAN

QP < TN
QP.

This differentiation defines an extended crossover region ②
in which the system is coherent near the nodes but still

incoherent near the antinodes (orange shaded area in
Fig. 2). Although further lowering the temperature in the
metallic regime ③ initially results in freezing out thermal
fluctuations and hence in an increase of the quasiparticle
lifetime, this does not persist down to the lowest temper-
ature. Indeed, antiferromagnetic correlations develop as T
is lowered, with an exponentially growing correlation
length, eventually diverging at T ¼ 0 when the ground
state with antiferromagnetic long-range order is reached.
In this low-T regime, long-wavelength antiferromagnetic

fluctuations (Slater paramagnons) lead to an enhancement
of the quasiparticle scattering rate upon cooling and to the
formation of a pseudogap in the single-particle spectrum,
which evolves into a sharp gap in the Slater-like insulator at
T ¼ 0 [20]. Once again, the crossover temperature T!
corresponding to the suppression of coherence and the
opening of the pseudogap is not uniform along the Fermi
surface: It is larger at the antinodes where the destruction of
coherence occurs first upon cooling and smaller at the
nodes: TN

! < TAN
! . Hence, in the dark-blue shaded area ④

where TN
! < T < TAN

! , one has a partially (pseudo)gapped
Fermi surface. Eventually, all states of the Fermi surface are
suppressed by antiferromagnetic fluctuations for T < TN

! ,
resulting in a fully open pseudogap everywhere on the
Fermi surface (purple shaded area ⑤). Let us stress again
that long-range antiferromagnetic order and a true gap only
set in at T ¼ TNéel ¼ 0 as a consequence of the Mermin-
Wagner theorem [21,22].
Since all the temperature scales described above corre-

spond to crossovers, an appropriate criterion must be
defined to identify and quantify them. These scales mostly
refer to the presence or absence of characteristic spectral
features in the single-particle properties, and hence, an

FIG. 2. Left panel: schematic phase diagram of the two-dimensional Hubbard model on a simple square lattice in the weak-coupling
regime around U ¼ 2t. Here, TN

QP and TAN
QP denote the onset of coherence at the nodal k ¼ ðπ=2; π=2Þ (triangle) and antinodal

k ¼ ðπ; 0Þ (dot) Brillouin zone points, respectively. The onset of the (pseudo)gap at the antinode and node is denoted by TAN
! and TN

! ,
respectively. Right panels: qualitative sketches of the imaginary parts of the self-energy on the Matsubara axis (extracted from DΓA
calculations) for temperatures corresponding to the colors given in the phase diagram.
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Characterization of the different regimes 2

FIG. 2: The momentum resolved spectral function, the imag-
inary part of the self-energy and the di↵erence between two
lowest Matsubara frequencies of the imaginary self-energy are
shown for various points at temperature T = 0.2 in the phase
diagram of Fig. 2. Green lines map the interacting Fermi
surface as obtained from n(k).

the left column we present A(k) ⌘ �1
⇡ ImG(k, i!0)

which we use as a proxy for the spectral func-
tion. The middle column represents the imaginary
part of the self-energy at the lowest Matsubara fre-
quency Im⌃(k, i!0). The right column shows the
slope of the imaginary part of the self-energy ob-
tained from the first two Matsubara frequencies:
� Im⌃(k) ⌘ Im⌃(k, i!0) � Im⌃(k, i!1). We use
this quantity as a proxy for the onset of the momen-
tum selective (red) and pseudogap (blue) regimes,
which we define as the appearance of a negative
slope at the antinode and node momenta on the
Fermi surface, respectively. The antinode(node) is
found to always be the first(last) to undergo the
transition.

• The top row (U = 4t, n = 0.866) of Fig. 2 shows
a weakly correlated metal. The spectral weight
is sizeable and largely uniform over the (interact-
ing) Fermi surface (black line). The self-energy is
rather small and mostly uniform with shallow max-
ima found at the antinode around ((⇡,⇡/3)). The
slope of the self-energy is positive over the whole
Brillouin zone, indicative of metallic behaviour.

• The second row has the same value of interaction
U = 4t, but is closer to half-filling (n = 0.977) and
thus in the weakly correlated pseudogap regime.

The spectral function at the antinode is reduced by
roughly 20% as compared to the node. The imag-
inary part of the self-energy has prominent struc-
ture in momentum space with a maximum close
to (⇡, 0). The slope of the self-energy is negative
everywhere in the region around the Fermi surface.

• The third row corresponds to a strongly correlated
metal at large doping (U = 7t and n = 0.855).
Similar to the second case a reduced Spectral func-
tion at the antinode is observed. The self-energy is
even larger, but less di↵erentiated and peaked at a
an antinode maximum close to (⇡,⇡/2).

• The last row is a more extreme example of a pseu-
dogap located deeper inside the pseudogap regime
(U = 7t and n = 0.977). Quasi-particles are
generally short-lived, with a clear pocket forming
around the nodal region and the antinode is re-
duced by about 50%. Despite the electron-like na-
ture of the interacting Fermi Surface (as observed
from n(k) the spectral function looks hole-like and
its shape is a mirror of the former over the diago-
nal. The imaginary self-energy is extremely large
and sharply peaked around (⇡,⇡/4) and the slope
is very negative in larger regions around the Fermi
surface.

C. Insights from spin-fluctuation theory

• We aim to describe the pseudogap regime at both
weak and strong correlations by mean of a spin-
fluctuation theory as this has been successfully used
in the case of half-filling [2]. In particular, we
divide the self-energy in a local and a non-local
part: ⌃ = ⌃loc + ⌃nl. Our inspiration is Hedin’s
equation ⌃(K,Q) = �KQGKWQ involving convo-
lutional products over momenta and frequencies,
K = (k, i!) and Q = (q, i⌫). We choose the follow-
ing ansatz for the non-local part of the self-energy:

⌃sp
nl (k, i!0) = �̄

1

N

X

q

G0(k+ q, i!0 = ⇡T, µ̄)

(⇧� q)2 + ⇠̄�2

where, we have replaced the vertex � by a con-
stant �̄, the interacting Green’s function G by a
non-interacting Green’s functionG0 for some chem-
ical potential µ̄, and the W vertex by an Ornstein-
Zernike form of the commensurate spin susceptibil-
ity �sp centered around ⇧ = (⇡,⇡) and with corre-
lation length ⇠̄. We use a fitting procedure on our
numerically exact data, which involves the three
parameters �̄, µ̄, ⇠̄ and optimises only with respect
to the imaginary part of the self-energy.

•
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Fedor Šimkovic IV,1, 2 Riccardo Rossi,3 Michel Ferrero,1, 2 and Antoine Georges4, 1, 2, 5

1
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We study the doped repulsive 2d Hubbard model in
the temperature range of 0.07t  T  0.25t and at cou-
pling strength of up to U = 8t. The model is given by:
Ĥ =

P
k,� ✏k ĉ

†
k� ĉk� + U

P
r n̂r" n̂r# � µ

P
r,� n̂r�. We

employ diagrammatic Monte Carlo, which is an unbiased,
numerically exact technique. Our method is formulated
directly in the thermodynamic limit, which allows us to
obtain thermodynamic quantities with arbitrary momen-
tum resolution. We have qualitatively cross-checked our
results with our findings from dynamical mean field the-
ory as well as its 16-site dynamical cluster approximation
extension.

A. Finite temperature crossover phase diagram

FIG. 1: Phase diagram of the doped 2d Hubbard model for
various temperatures.

• In Fig. 12 we look at the temperatures T =
{0.07, 0.1, 0.2, 0.25} for U  8t and for up to 20%
doping. We identify four distinct regimes separated
by well defined crossovers.

• The first is a weakly correlated metal (cyan). The
Fermi surface is electron-like. The spectral weight

at the Fermi Surface is relatively large and quasi-
particles are comparatively long-lived. The self-
energy is relatively small.

• At large enough doping and coupling strength the
system undergoes a Lifshitz transition of the Fermi
surface topology. This is accompanied by a mini-
mum in the Fermi velocity vF . The self-energy has
become relatively large and the quasi-particle life-
time has decreased significantly. We refer to this
regime as a strongly correlated metal (green).

• For su�ciently large interactions and on approach
of half-filling the system undergoes a series of
momentum-selective crossovers in the slope of the
self-energy (red).

• These crossovers as well as a Fermi-surface topol-
ogy transition always immediately preempt the on-
set of the pseudogap regime (blue), which we were
able to identify from multiple criteria related to the
self-energy, spectral function or uniform spin sus-
ceptibility.

• We also study the impact of correlation length
(dashed black lines) on the pseudogap regime,
which we find can be separated into two parts. For
the first, found at weak interactions and close to
half-filling the correlation length is large. A sec-
ond regime exists at higher interactions and up to
higher values of doping, where we document the
correlation length to only be a couple lattice sites.

• The spin correlations themselves undergo a
crossover from commensurate (q = (⇡,⇡)) to in-
commensurate (q = (q,⇡)) upon doping and tem-
perature is lowered [1]. For T = 0.2 the crossover
happens around 10% doping, whilst at T = 0.1
roughly 7.5% is su�cient. Consequently, commen-
surability is not a necessary criterion for any of the
aforementioned regimes.

B. Fingerprints of crossovers between regimes

• In Fig. 2 we present the momentum resolved ther-
modynamic quantities over a quarter Brillouin zone
and for characteristic examples of the aforemen-
tioned regimes from the T = 0.2 plot in Fig. 12. In
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(dashed black lines) on the pseudogap regime,
which we find can be separated into two parts. For
the first, found at weak interactions and close to
half-filling the correlation length is large. A sec-
ond regime exists at higher interactions and up to
higher values of doping, where we document the
correlation length to only be a couple lattice sites.

• The spin correlations themselves undergo a
crossover from commensurate (q = (⇡,⇡)) to in-
commensurate (q = (q,⇡)) upon doping and tem-
perature is lowered [1]. For T = 0.2 the crossover
happens around 10% doping, whilst at T = 0.1
roughly 7.5% is su�cient. Consequently, commen-
surability is not a necessary criterion for any of the
aforementioned regimes.

B. Fingerprints of crossovers between regimes

• In Fig. 2 we present the momentum resolved ther-
modynamic quantities over a quarter Brillouin zone
and for characteristic examples of the aforemen-
tioned regimes from the T = 0.2 plot in Fig. 12. In

T = 0.2

δ
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FIG. 8: Di↵erent behaviors in width-4 (top panel) and width-
8 (bottom) cylinders. Staggered spin densities are shown for
h = 1/12 doping with U = 12. The red curves show results
for cylinders of length Lx = 24, while the blue curves show
those with Lx = 48.

FIG. 9: Phase diagram of spin and charge orders in the pure
Hubbard model. The black curve gives a rough estimation of
the phase boundary based on the green squares representing
parameters with modulated AFM spin and charge order and
red cycles representing those without. The black dashed curve
is the phase boundary from unrestricted Hartree-Fock [35] for
reference. A (U = 2, h = 1/12) and B (U = 4, h = 1/12)
denote the two examples shown in Figs. 4, 5, and 6.

V. CONCLUSION AND PERSPECTIVE

Employing state-of-the-art AFQMCmethods with self-
consistent constraint and performing finite-size scaling to
large simulation cell sizes, we map out the ground state
phase diagram of the doped 2D Hubbard model regarding
the spin and charge orders as a function of doping h and
interaction strength U . Modulated SDW or stripe orders
are found to exist for doping as large as ⇠ 1/5 with suf-
ficiently large U . The period of the spin (charge) density
wave was found to be 2/h (1/h), which implies that the
ground state stripes (at larger U) are filled. Our results
show that stripe/SDW exists not only in the vicinity of
1/8 doping, but also extend to very small doping near
half-filling and to the overdoped region. Recent experi-
ments in cuprate [38] found that stripe order exists with
doping beyond the superconducting dome, remaining ob-
servable for as large as h ⇡ 0.21. In the future, it will
be interesting to study how the phase diagram changes
with the inclusion of a small next-nearest hoping t

0. The
inclusion of t0 frustrates the antiferromagnetic order at
half-filling and we anticipate that it will cause the criti-
cal interaction Uc to increase for giving doping level, and
potentially change the properties of the orders. Super-
conductivity is found to be absent in the pure Hubbard
model [30] and very recent results indicate that a small
positive t

0 can induce superconductivity in the doped t-
J model [39, 40]. The relationship between stripe and
superconductivity is an important topic for future inves-
tigation.
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FIG. 12: Staggered spin (up) and hole (down) density at U =
6 for di↵erent dopings. We can find that the stripe order only
develops with h  1/8. M. Qin et al, PRX (2020)

S. Sorella, arXiv (2021)
Hao Xu et al., arXiv (2021)
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not provide an Gibbs energy W/Ns below the above bench-
mark even around doping d ' 1/16, supporting even more
strongly the phase separation for d  8%. It is also inter-
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FIG. 7. Hole doping d as a function of the chemical potential µ .
Not all values of d are allowed, and therefore vertical blue lines indi-
cate phase separation doping regions between the two homogeneous
phases corresponding to the interval extreme dopings.

esting that, within our approach, the d �wave superconduct-
ing order does not coexist with the stripe solution, contrary to
standard variational approach[34], and an interesting metallic
stripe (i.e. with d < 1/8) with no pairing should be the sta-
ble phase before phase separation. Moreover the d-wave uni-
form phase, competing with this stripe phase in the low dop-
ing regime d  1/8, has a vanishingly small order parameter
when approaching the phase separation occurring at d = 0.08,
as shown in the inset of Fig. (8). This is consistent with the
x = 8 stripe solution in supporting the existence of a low dop-
ing metallic phase just before phase separation.

On the other hand, in order to determine, the upper critical
doping dc above which a Fermi liquid phase or an exponen-
tially small pairing of the Kohn-Luttinger type exists[38, 39]
in Fig.(8) the superconducting Dx2�y2 parameter correspond-
ing to our variational calculation is displayed. It is evident
that size effects are negligible and that superconductivity dis-
appears around µ/t = 1.4 (see also inset). The doping d cor-
responding to a given chemical potential µ can be determined
by the derivative of W/Ns in the thermodynamic limit, by the
relation d = 1+∂µ W/Ns, where (see supplementary informa-
tion):

W/Ns =�0.91529�0.90248µ +0.17684µ2 �0.06318µ3

(17)
is a very good interpolation of our Te f f ! 0 results of the uni-
form state for 1.4  µ  1.95 with less than 3⇥ 10�4 error.
This implies that superconductivity disappears or is exponen-
tially small at dc = 0.221(2) corresponding to µ/t = 1.4. This
is also in good agreement with the direct evaluation of the

pairing correlation (see inset Fig. 8). The final phase diagram
is therefore reported in Fig. (9).
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FIG. 8. Dx2�y2 BCS pairing variational parameter in the mean-field
Hamiltonian HMF defining our spatially uniform variational ansatz
of Eq. (1), as a function of the chemical potential µ for the lowest
Te f f and largest clusters considered. Inset: value of the correspond-
ing BCS order parameter as a function of the doping d evaluated
with the Te f f ! 0 linear extrapolation of the pairing-paring correla-
tions at distance L/2. The error bars include also uncertainity in this
extrapolation.
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FIG. 9. Phase diagram of the Hubbard model by VAFQMC. Blue
lines indicate phase separation regions in between several insulating
phases occurring at fractional dopings. S8m indicate a metallic stripe
phase with length x = 8 that has been found to be almost degenerate
with a d-wave uniform state. The d-wave superconductivity indeed
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stable (dSc) up to 22%. After this doping a Fermi liquid (FL) metal or
an exponentially small pairing[38] is possible. Most of the transitions
are obviously first order ones.
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FIG. 11: Comparison between DMFT and CDet in terms of the real and imaginary parts of the local self-energy.

FIG. 12:

Extrapolation of the pseudogap region  
to zero temperature
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FIG. 8: Di↵erent behaviors in width-4 (top panel) and width-
8 (bottom) cylinders. Staggered spin densities are shown for
h = 1/12 doping with U = 12. The red curves show results
for cylinders of length Lx = 24, while the blue curves show
those with Lx = 48.

FIG. 9: Phase diagram of spin and charge orders in the pure
Hubbard model. The black curve gives a rough estimation of
the phase boundary based on the green squares representing
parameters with modulated AFM spin and charge order and
red cycles representing those without. The black dashed curve
is the phase boundary from unrestricted Hartree-Fock [35] for
reference. A (U = 2, h = 1/12) and B (U = 4, h = 1/12)
denote the two examples shown in Figs. 4, 5, and 6.

V. CONCLUSION AND PERSPECTIVE

Employing state-of-the-art AFQMCmethods with self-
consistent constraint and performing finite-size scaling to
large simulation cell sizes, we map out the ground state
phase diagram of the doped 2D Hubbard model regarding
the spin and charge orders as a function of doping h and
interaction strength U . Modulated SDW or stripe orders
are found to exist for doping as large as ⇠ 1/5 with suf-
ficiently large U . The period of the spin (charge) density
wave was found to be 2/h (1/h), which implies that the
ground state stripes (at larger U) are filled. Our results
show that stripe/SDW exists not only in the vicinity of
1/8 doping, but also extend to very small doping near
half-filling and to the overdoped region. Recent experi-
ments in cuprate [38] found that stripe order exists with
doping beyond the superconducting dome, remaining ob-
servable for as large as h ⇡ 0.21. In the future, it will
be interesting to study how the phase diagram changes
with the inclusion of a small next-nearest hoping t

0. The
inclusion of t0 frustrates the antiferromagnetic order at
half-filling and we anticipate that it will cause the criti-
cal interaction Uc to increase for giving doping level, and
potentially change the properties of the orders. Super-
conductivity is found to be absent in the pure Hubbard
model [30] and very recent results indicate that a small
positive t

0 can induce superconductivity in the doped t-
J model [39, 40]. The relationship between stripe and
superconductivity is an important topic for future inves-
tigation.
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Summary

• Diagrammatic Monte Carlo algorithms directly sample the connected diagrams describing an observable

• They can be used directly in the thermodynamic limit (infinite lattice)

• The CDet algorithm computes the sum of all connected diagrams at a cost  at order 

• In practice about 10-13 orders can be computed

• Resumming the series can be challenging because of the presence of poles in the complex-  plane

• Results have been obtained in the intermediate to strong coupling regime of the Hubbard model

• Pseudogap physics

• Spin and charge susceptibilities

• Magnetic phase transitions, etc.

• But more work is needed to be able to compute more coefficients and especially to find robust ways to do the 
resummation of the series

𝒪(n3) n

U


